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Abstract

The effective thermal conductivity of high-porosity
open cell nickel foam samples was measured over a
wide range of temperatures and pressures using a
standard steady-state technique. The samples,
measuring 23.8 mm, 18.7 mm, and 13.6 mm in
thickness, were constructed with layers of 1.7 mm thick
foam with a porosity of 0.968. Tests were conducted
with the specimens subjected to temperature differences
of 100 to 1000 K across the thickness and at
environmental pressures of 10-4 to 750 mm Hg. All test
were conducted in a gaseous nitrogen environment. A
one-dimensional finite volume numerical model was
developed to model combined radiation/conduction
heat transfer in the foam. The radiation heat transfer
was modeled using the two-flux approximation. Solid
and gas conduction were modeled using standard
techniques for high porosity media. A parameter
estimation technique was used in conjunction with the
measured and predicted thermal conductivities at
pressures of 10-4 and 750 mm Hg to determine the
extinction coefficient, albedo of scattering, and
weighting factors for modeling the conduction thermal
conductivity. The measured and predicted
conductivities over the intermediate pressure values
differed by 13 percent.

Introduction

Thermal Protection Systems (TPS) are currently under
development for a wide range of aerospace
applications. Metallic foam has been considered as the
insulating material of the TPS on reusable launch
vehicles. Another application is to use the metallic

foam as part of an integrated structure that serves as
the launch vehicle’s primary structure and thermal
protection system. However, limited information is
available on the thermal properties of metallic foams
under the environmental conditions to which re-entry
type vehicles are exposed. Earth re-entry typically
produces aerodynamic heating to a surface to
temperatures as high as 1000°C in a pressure range
from 10-2 to 760 mm Hg.1

Metallic foams have been recently investigated for
various applications. Aluminum foams have been
utilized in the automobile industry for their crashworthy
properties.2 Nickel foams have been used to improve
the performance in high-power batteries. Foam-based
nickel metal hydride batteries currently compete with
the more expensive lithium ion batteries for lightweight
cordless electronics.3

There has been extensive work in both experimental
and analytical modeling of heat transfer in porous
media. Kaviany has provided a comprehensive review
of heat transfer in general porous material.4 Lee and
Cunnington have provided an extensive review of
conduction and radiation heat transfer in high porosity
fibrous insulation.5 Glicksman has reviewed heat
transfer in polymeric foams.6 Gibson and Ashby
discussed thermal properties of foams in their
comprehensive work on cellular solids.7 Ballis, et. al.,
modeled heat transfer in open cell carbon foams and
determined radiation as the primary source of heat
transfer for temperatures above 1000 K.8 They used the
optically thick approximation for modeling radiation
with a weighted spectral extinction coefficient to
account for anisotropic scattering. In addition, they
used linear superposition of solid conduction, gas
conduction, and radiation thermal conductivities. Their
work was limited to atmospheric pressure. There has
been limited work on metallic foams. Calmidi and
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Mahajan measured the thermal conductivity of
aluminum foams at temperatures up to 75°C with a
15°C temperature difference maintained across the
specimen.9 Under these experimental conditions
nonlinear effects such as natural convection and
radiation were determined to be negligible. Their work
was also limited to atmospheric pressure. They modeled
the heat transfer as combined gas and solid conduction
and formulated an empirical correlation for the thermal
conductivity in the aluminum foam. Bhattachrya, et.
al., performed further refinements on the gas/solid
conduction modeling of Calmidi and Mahajan, again
ignoring radiation heat transfer.10 They showed that
the effective thermal conductivity had a strong
dependence on the porosity and the particular
geometrical configurations of the intersection of the
struts in the foam.

The objective of the present study was to investigate
heat transfer in metallic foams over a wide range of
pressures and temperatures where solid conduction, gas
conduction, and radiation were the three modes of heat
transfer. Therefore, the effective thermal conductivity
of the nickel foam was measured in the temperature
range of 300 to 1300 K and environmental pressures of
10-4 to 750 mm Hg. The two-flux approximation was
used to model the radiation heat transfer through the
nickel foam. A combined conduction formulation
based on the superposition of solid conduction and gas
conduction was used to model conduction heat transfer.
The temperature dependent gas conduction model was
applicable over the rarefied, transition, and continuum
gas transport regimes. Inverse heat transfer methods
were used to determine the parameters needed in the
heat transfer model.

Metallic Nickel Foam

The metallic nickel foam used in this study is
commercially available. It is manufactured in bulk for
use in a variety of applications. In the manufacturing
process, polyurethane foam is used as a template. A
proprietary chemical vapor decomposition process
coats the surface of the template with nickel. The
material is annealed at around 1800°C, causing
evaporation of the polyurethane core. Photomicrograph
images of the foam produced by an electron scanning
microscope with magnification factors of 75 and 750
are shown in Figures 1 and 2, respectively. As seen
from the images, the foam has an open cell structure
with randomly oriented struts. In addition, the struts
are themselves hollow, left void due to the removal of
the polyurethane template. The metallic foam used in
this study is 99.98% nickel by

Figure 1. Photomicrograph of nickel foam
(magnification factor = 75).

composition with porosity of 0.968. The foam is 1.7
mm thick and has a density of 290 kg/m3 at room
temperature and atmospheric pressure. Although it
would have been ideal to have samples of different
thicknesses, the 1.7 mm thick foam was the only
material available that provided the desired porosity
and composition. As a result, three samples were
constructed utilizing 14, 11, and 8 layers of the metallic
foam. The corresponding thicknesses of the samples
were 23.8 mm, 18.7 mm, and 13.6 mm, respectively.

Figure 2. Photomicrograph of nickel foam
(magnification factor = 750).

Experimental Procedure

The apparatus used to determine the effective thermal
conductivity of the foam has been used in previous
work to investigate heat transfer through fibrous
insulation.11 The sample was placed between a
radiantly heated septum plate that can reach
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temperatures as high as 1300 K and a water-cooled
plate maintained at room temperature. The water-
cooled plate was placed on the bottom so the direction
of the applied heat flux was opposite to the local gravity
vector thus eliminating natural convection.
Thermocouples were placed within the septum plate
and within the water-cooled plate to measure the plate
temperatures. Heat flux gauges, located on the water-
cooled plate, measured the flux of heat energy flowing
through the sample. The entire apparatus was housed in
a 1.5×1.5 meter vacuum chamber. Upon insertion of
the foam sample into the test apparatus, shown in
Figure 3, the gas inside the vacuum chamber was
removed. Once high vacuum was achieved, nitrogen
gas was used to regulate the gas pressure within the
chamber. The primary reason nitrogen gas was selected
for use in this experiment was to eliminate the
oxidation of the foam at higher exposure temperatures.

Radiant Energy

Water-Cooled Plate

Septum PlateNickel Foam
Sample

Figure 3. Schematic of experimental apparatus.

Each measurement consisted of setting the septum plate
to the desired temperature, varying the nitrogen gas to
the desired pressure, and allowing both to reach a
steady state condition. Additionally, the time rate of
change of the heat flux through the sample was
monitored until it approached zero. Once steady-state
environmental conditions were achieved, the
temperatures of the septum plate and water-cooled plate
and the heat fluxes were recorded. The effective
thermal conductivity of the metallic foam,keff, was
determined using Fourier’s law

ColdHot

eff TT

Lq
k

−
⋅= (1)

where L is the thickness of the sample,THot is the
temperature on the hot side of the sample,TCold is the
temperature on the cold side of the sample, andq is the
steady-state heat flux through the sample. Lateral heat
losses due to edge effects were neglected by restricting
measurements to the inner 101.6 mm square region of

the 304.8 mm square sample. Within the inner region,
measurements were taken at four different locations.
Values were recorded at a 5-second interval for two
minutes. The average of the measurements of the four
spatial locations over the two-minute interval was taken
to be the steady-state measurement. Steady-state
measurements were taken at 7 different nominal septum
plate temperatures (from 100°C to 1000°C) and 10
different gas pressures (from 10-4 to 750 mm Hg).

Analytical Model

Existing techniques were utilized, modified, and
combined to model the effective thermal conductivity
of the metallic foam in the temperature and pressure
range covered by the experimental data.1,4-11,13

The conservation of energy principle for a control
volume, states that the time rate of increase in the
energy stored in the volume plus the net rate at which
energy is conducted out through the surface of the
volume is equal to zero. The statement can be written
in integral form as

0· =+
∂
∂⋅⋅ ∫∫∫∫∫ dSdR

t

T
c

SR

nqρ (2)

whereρ is the density,c is the specific heat of the
material,T is the absolute temperature,q is the heat
flux vector, andn is the normal to the control volume
surface.12

When the heat flux vector is unidirectional and parallel
to the normal of the surface of the control volume (heat
flow in one direction only), Equation 2 reduces to

inout qq
t

T
xc =+

∂
∂⋅∆⋅⋅ρ (3)

The heat flux into the volume,qin, and the heat flux out
of the volume,qout, take the general form

radcond qqq += (4)
whereqcond is the amount of heat transferred by thermal
conduction andqrad is the amount of heat transferred by
radiation.

Analytical models for the heat transferred by
conduction and radiation are discussed and quantified.
The one-dimensional finite volume numerical method is
presented. The nonlinear parameter estimation method
used to determine intrinsic material properties needed
in the analytical formulation is also briefly described.
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Conduction

The conduction of heat energy through the foam is a
combination of conduction through the solid struts of
the foam and conduction through the gas within the
void of the foam. The heat flow due to conduction is
given by

x

T
kqcond ∂

∂⋅−= (5)

wherek is the combined conduction thermal
conductivity andx is the independent spatial variable in
the direction of the sample thickness. Several theories
have been developed to describe the combined
conduction thermal conductivity in terms of the
conductivity of the solid material that makes up the
foam and the conductivity of the gas that fills the voids.
The limiting case, a parallel arrangement, is based on
the fraction of cross sectional area responsible for the
conduction of heat energy.13 The porosity,ε, defined as
the total void volume divided by the total volume of the
foam, is used as the fraction of the area that will
conduct heat due to gas conduction. Then, (1-ε) is the
fraction of the area that will conduct heat due to solid
conduction. The parallel arrangement for the combined
conduction thermal conductivity is given by

( ) solidgasparallel kkk ⋅−+⋅= εε 1 (6)

wherekgas is the gas thermal conductivity andksolid is
the solid thermal conductivity. Gibson and Ashby
assumed that the solid thermal conductivity is related to
the thermal conductivity of the strut’s parent material
through

bulksolid kFk ⋅= (7)
whereF is the solid conduction efficiency factor which
allows for the tortuous path for conduction through the
cell walls.7 The temperature dependent thermal
conductivity of bulk nickel,kbulk, is used in Equation
7.14 To correct for overestimation of Equations 6 and
7, Calmidi and Mahajan used the following relationship
for modeling heat transfer through aluminum foam

( ) bulk

m

gascond kDkk ⋅⋅−+⋅= εε 1 (8)

and they found thatD=0.181 andm=0.763 produced the
best match for their experimental results.9 WhenD=1
andm=3, Equation 8 takes the same functional form
used by Daryabeigi for the combined conduction
thermal conductivity in fibrous insulation.11

Other models investigated assume the conduction takes
place in a combined parallel-series arrangement of the
solid and gaseous constituents. The parallel case, given
in Equation 6, and the series case given by

( ) gassolid

gassolid

series kk

kk
k

⋅−+⋅
⋅

=
εε 1

(9)

are typically combined in one of two ways. One
approach assumes the combined conduction thermal
conductivity can be obtained by a superposition of the
parallel and series arrangements

( ) seriesparallel kAkAk ⋅−+⋅= 1 (10)

whereA is the fraction of heat transfer in parallel mode
and (1-A) is the fraction of heat transfer in series
mode.15,11 The other approach, used by Bhattachrya, et.
al.,10 assumes the combined conduction thermal
conductivity is the square root of the sum of the squares
of the parallel and series arrangements

( ) ( ) ( )22 1 seriesparallel kAkAk ⋅−+⋅= (11)

The superposition of the parallel and series
arrangements, Equation 10, with the solid thermal
conductivity defined in Equation 7 will be used to
model the combined conduction thermal conductivity in
this study. Written in terms of the thermal conductivity
of the gas and bulk material, the combined conduction
thermal conductivity is given by

( )[ ]bulkgas kFkAk ⋅⋅−+⋅⋅= εε 1

( ) ( ) 











⋅−+⋅⋅
⋅⋅

⋅−+
gasbulk

gasbulk

kkF

kkF
A

εε 1
1 (12)

Depending on the values ofA andF the forms of the
combined conduction thermal conductivity given by
Equations 6, 8, 9, and 10 are easily realizable. Setting
A=1 results in the parallel arrangement, while using
A=0 produces the series arrangement. The combined
conduction thermal conductivity given by Equation 8 is
obtained by lettingA=1 andF=(1-ε)m-1·D.

The thermal conductivity of the nitrogen gas

Z

k
k gas

gas

*

= (13)

was based on the gas conduction model used by
Daryabeigi, where *

gask is the temperature dependent

thermal conductivity of the gas at atmospheric
pressure.1 The term in the denominator,Z, is defined
by

Kn
Pr

Z ⋅⋅
+
⋅⋅−⋅⋅Ψ+Φ= 1

1
22

2
γ

γ
α

α
(14)

whereα is the thermal accommodation coefficient,γ is
the specific heat ratio,Pr is the Prandtl number, andKn
is the Knudsen number. The parametersΦ andΨ
depend on the Knudsen number.Φ = 1, Ψ = 0 for
Knudsen number less than 0.01 (continuum regime),Φ
= 1, Ψ = 1 for Knudsen number between 0.01 and 10
(transition regime), andΦ = 0,Ψ = 1 for Knudsen
number greater than 10 (free-molecular regime). The
Knudsen number,Kn, is calculated from
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δ
λ=Kn (15)

whereλ is the gas molecular mean free path andδ is the
characteristic length. The mean free path is given by

22 g

B

dP

TK

⋅⋅⋅
⋅

=
π

λ (16)

whereKB is the Boltzmann constant,T is the absolute
temperature of the medium,P is the pressure, anddg is
the gas collision diameter. For gas conduction in
porous media, the characteristic length is usually
defined as the average linear pore size.4 The pore size
for metallic foam was assumed to have the same form
as the pore size in fibrous insulation, giving a
characteristic length of

ε
πδ

−
⋅=
14

fD
(17)

whereDf is the diameter of the strut.1 The specific heat
ratio,γ, for nitrogen gas is 7/5. The thermal
accommodation coefficient,α, and the Prandtl number,
Pr, for nitrogen gas were taken from Daryabeigi.1

Radiation

Most of the work done on carbon foams and fibrous
insulation has used the optically thick approximation
for the radiation heat transfer. The optical thickness of
the samples studied here was not known a priori;
therefore, the use of the optically thick approximation
could not be justified. The two-flux approximation,
which is applicable over various ranges of optical
thickness, was used to determine the amount of heat
radiated through the void areas of the foam.1 The heat
transferred by radiation,qrad, is given by

x

G
qrad ∂

∂⋅
⋅

−=
β3

1
(18)

whereβ is the extinction coefficient, the fraction of
radiation lost to scattering and absorption per unit
distance within the participating medium. The incident
radiation per unit area, G, is determined from the
incident radiation equation,

( )
4

2

2

2
4

13
1

T
x

G
G ⋅⋅=

∂
∂⋅

−⋅⋅
− σ

ωβ
(19)

whereω is the albedo of scattering andσ is the Stefan-
Boltzmann constant. The incident radiation equation is
subjected to the boundary condition at the septum plate
of

4

1

12

4

2
3

2
HotT

x

G
G ⋅⋅=

∂
∂⋅










−
⋅⋅

− σ

ε
εβ

(20)

and the boundary condition at the water-cooled plate of

4

2

22

4

2
3

2
ColdT

x

G
G ⋅⋅=

∂
∂⋅










−
⋅⋅

+ σ

ε
εβ

(21)

whereTHot andTCold are the temperatures at the
boundary surfaces. The emittance of the septum plate,
ε1, is 0.85 and the emittance of the water-cooled plate,
ε2, is 0.92 as determined by Daryabeigi.11 The
assumptions used in this formulation consist of:
isotropic scattering, homogeneous and gray medium,
diffuse emitting and reflecting surfaces. The
assumption of isotropic scattering is not strictly valid,
but provides simplification of the governing equations
to yield an approximate solution. The extinction
coefficient is determined from the specific extinction
coefficient,e, by

ρβ ⋅= e (22)

whereρ is the density of the foam. The specific
extinction coefficient and the albedo of scattering are
intrinsic properties of the material that are independent
of density and must be determined experimentally.

Numerical Finite Volume Formulation

The analytical solution to the general governing
equation of heat flow within the metallic foam is
difficult to produce. Therefore, a numerical finite
volume scheme was used on the transient heat flow
problem. The thickness of the sample was separated
into discrete volume elements and the conservation of
energy principle was applied to each volume element.
The change of the heat stored in each volume element
plus the heat flowing out of each volume element was
equal to the heat flowing into each volume element.
The governing finite volume formulation, based on
Equation 3, is given by

t

TT
xc

n

i

n

i

∆
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−

−
−

1

1

1
1 3

1
β

(23)

where the superscript denotes the time step and the
subscript denotes the spatial step. Boundary conditions
applied were constant temperatures corresponding to
the measured steady-state temperatures at the top and
the bottom of the sample. A linearly varying
temperature distribution through the thickness of the
samples was selected as the initial condition. At each
time step, the incident radiation equation, Equation 19,
subjected to the boundary conditions of Equations 20
and 21, was solved numerically using a finite difference
technique to determine values of G based on the current
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values of the temperatures through the thickness of the
sample. The steady-state temperature distribution was
found by iterating Equation 23 until the temperature at
each volume element did not change with successive
iterations. The effective thermal conductivity was
calculated from Equation 1 using the temperature
difference across the sample and the steady-state total
heat flux obtained from the numerical solution.

Parameter Estimation

The unknown parameters,A andF, needed in the
combined conduction thermal conductivity, Equation
12, and the unknown parameters,e andω, needed in the
two-flux approximation for the incident radiation
equation were determined using the Levenberg-
Marquardt method for nonlinear parameter estimation.16

The Levenberg-Marquardt method is an iterative
procedure based on the minimization of the ordinary
least squares norm given by

[ ] [ ])()()( PYKPYKP −−= TS (24)

whereP is a vector ofN unknown parameters,K is the
vector ofM measured values of the effective thermal
conductivity, andY(P) is the vector ofM predicted
values of the effective thermal conductivity. TheT
superscript denotes the transpose. The iterative
equations used in the Levenberg-Marquardt method of
parameter estimation are

( ) bPPA =−+ kk 1 (25)
where,

kkk

T

k ΩJJA µ+= )( (26)

is aN×N matrix and
[ ])()( k

T

k PYKJb −= (27)
is aN element vector. The subscript,k, denotes the
iteration number. The sensitivity or Jacobian matrix
coefficients are obtained from

j

i
ij P

Y
J

∂
∂= (28)

wherei = 1 toM andj = 1 toN. The damping
parameter,µ, along with the diagonal matrix,ΩΩΩΩ, damp
oscillations and instabilities that arise out of the ill-
conditioned nature of the problem.

The solution to the system of linear algebraic equations,
Equation 25, was used to produce a new set of
parameters,Pk+1. A negligible change in a successive
set of calculated parameters served as the convergence
criteria.

Discussion of Results

The experimental data for the 14, 11, and 8 layer
samples are presented and discussed. Then, the
assumptions used in the development of the numerical
model are explained. Using a subset of experimental
data obtained from the 8 layer sample, parameters
describing specific intrinsic properties of the foam are
obtained. Results generated by the numerical model
using the aforementioned intrinsic parameters are
presented and compared to the experimental results.

Experimental Results

Experimentally measured values of the effective
thermal conductivity as a function of temperature
difference across the sample for the 14, 11, and 8 layer
samples are presented in Figures 4, 5, and 6,
respectively. Data shown on the graphs are at nitrogen
gas pressures of 10-4, 1.0, and 750 mm Hg. All three
samples behaved in a similar fashion. At low pressure,
where gas conduction was negligible, the primary
modes of heat transfer were solid conduction and
radiation. The magnitude of the effective thermal
conductivity was at a minimum at low temperature
differences. An increase in the temperature difference
across the sample increased the contribution of
radiation and the effective thermal conductivity
increased as seen on the 10-4 mm Hg constant pressure
curve. An increase in pressure increased the
contribution of the gas conduction thus increasing the
value of the effective thermal conductivity as evident in
the 1.0 and 750 mm Hg constant pressure curves.

Detailed error analysis was performed to determine the
uncertainty due to the bias and random errors and
spatial variations of the measured temperatures and heat
fluxes.17 The uncertainty in the measured values of the
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Figure 4. The effective thermal conductivity for the
14 layer sample.
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Figure 5. The effective thermal conductivity for the
11 layer sample.

effective thermal conductivity, depicted in Figures 4, 5,
and 6 by the error bars, was within a 95% confidence
level. At the lowest temperature differences, the error
limits were much larger than the effective thermal
conductivity. Neglecting those lowest temperature
differences, the error limits for the 14 layer sample
varied between 6 percent and 10 percent with an
average error limit of 8 percent. Similarly, the 11 layer
sample had an average error limit of 4 percent and
varied between 2 percent and 9 percent. The 8 layer
sample error limits varied between 2 percent and 17
percent with the average being 5 percent.
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Figure 6. The effective thermal conductivity for the
8 layer sample.

A comparison of the effective thermal conductivity of
the different samples is given in Figure 7. At the gas
pressure of 10-4 and 1.0 mm Hg, the effective thermal
conductivity of the three samples was nearly identical
and well within the experimental uncertainty range, as
expected. The effective thermal conductivity had the
same value independent of the thickness of the sample.
However, at the gas pressure of 750 mm Hg, the
effective thermal conductivity of the three samples was

not nearly as close as desired. The 14 layer and the 8
layer data were significantly different from each other.
The first 2 points of the 11 layer matched the 8 layer
sample but the remaining points were more consistent
with the 14 layer sample. Prolonged exposure of the
layers near the septum plate to extreme temperatures
throughout the experimental investigation is expected to
be the primary source of the deviations. The 8 layer
sample was tested first throughout the entire
temperature range then used as a core for the 11 layer
sample. The 11 layer sample was in turn used as a core
for the 14 layer sample.
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Figure 7. Comparison of the effective thermal
conductivity of the three samples.

Inspection of the final sample upon completion of the
experimental investigation revealed the 6 layers closest
to the septum plate were mechanically interlocked or
stuck together. The interlocked layers would be
expected to have a higher thermal conductivity than
unlocked layers thus contributing to the higher
measured values of the effective thermal conductivity
for the 11 and 14 layers samples.

Although the thickness of the layered samples was
determined to within 0.03 mm, the distance between the
septum plate and the water-cooled plate could only be
determined to within 0.5 mm due to the surface
variation of the plates. This uncertainty propagated
through the detailed error analysis and had a significant
effect on the uncertainty of a single measured value.
However, the dominant factor in the determination of
the error limits depicted in the graphs was the
uncertainty due to the spatial variation of the four
measurement locations. The uncertainty due to the
spatial variation was typically 2 to 3 orders of
magnitude greater than the uncertainty of a single
measured value.
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Development of the Numerical Model

For a selected set of boundary conditions (the
temperatures at the top and the bottom of the sample),
the steady-state temperature distribution and heat flux
through the thickness of the samples were obtained
from the numerical finite volume formulation of the
analytical model of the heat transfer through the foam,
Equation 23. Using the temperature difference across
the sample defined by the boundary conditions and
steady-state heat flux from the numerical solution, the
effective thermal conductivity was calculated using
Equation 1.

The samples were constructed with an integer number
of foam layers. Assuming a uniform distribution of
material throughout the sample would simplify the
analytical model; however, closer observation of the
experimental data at a pressure of 10-4 and 750 mm Hg
revealed some interesting trends that could only be
explained by incorporating the discrete nature of the
layers into the analytical model.

At 10-4 mm Hg, radiation and solid conduction were the
main modes of heat transfer. Increasing the pressure to
750 mm Hg essentially superimposed gas conduction to
the data at 10-4 mm Hg. The difference between the
data at the two pressures should be almost equal to the
gas thermal conductivity over the temperature range;
however, the difference was typically 5 times that of the
gas thermal conductivity. Furthermore, the effective
thermal conductivities at 10-4 mm Hg were too low to
incorporate the contribution of the solid conduction. In
other words, a solid conduction efficiency factor, used
in Equation 12, could be found to account for the solid
conduction at 10-4 mm Hg but the same efficiency
factor produced a gross underestimation at 750 mm Hg.
If perfect thermal contact between the different layers
in each sample and between the outermost layers and
bounding septum and water-cooled plates is assumed,
the solid conduction contribution should produce
effective thermal conductivity values much higher than
what was measured at low pressure.

The only physical explanation for the observed
phenomena is that there was a discontinuity in solid
conduction between the sample layers and between the
outermost layers and the bounding plates (septum and
water-cooled). The only conduction mechanism
between the sample layers and between the outermost
layers and the bounding plates was gas conduction.
Thus, at 10-4 mm Hg, since gas conduction was
negligible, there was little appreciable transfer of heat
between the sample layers by conduction, and the net
heat flux through the sample was due mostly to
radiation. As gas pressure increased, heat was

conducted between the sample layers and between the
outermost layers and the bounding plates by gas
conduction.

This discontinuity in solid conduction was modeled by
placing a small gap between the sample layers and
between the outermost layers and the bounding plates.
A gap spacing of 0.01 mm was used. The gap contained
only gas, thus at low pressure the primary mode of heat
transfer across the gap was radiation. The gap was
incorporated into the numerical finite volume
formulation by the use of a non-uniform node spacing
across the thickness of the samples. The location of the
nodes was selected so a gap corresponded to an integral
number of nodes. The conduction thermal conductivity
through the volume elements, defined by the gap nodes,
was due to gas conduction only, Equation 13. Within a
single layer, it was assumed the combined conduction
thermal conductivity of Equation 12 could be used to
adequately describe the behavior of the metallic foam.

The solution to the incident radiation equation was
applied across the thickness of the sample based on the
same non-uniform node spacing used above. However,
the density distribution was assumed uniform
throughout the sample for the radiation calculations.

The extinction coefficient, albedo of scattering, and the
solid conduction efficiency factor are parameters
intrinsic to the material under investigation; however,
these parameters were not known. Therefore, a subset
of measured values was used to predict these
parameters based on the Levenberg-Marquardt method
for nonlinear parameter estimation.

The subset of measurements chosen for use in the
parameter estimation method was selected from the 8
layer sample at 10-4 and 750 mm Hg. At high vacuum,
10-4 mm Hg, the gas was within the free-molecular
regime and conduction through the gas within the void
of the foam had a minimal effect. In this regime the
contribution of the combined conduction thermal
conductivity was expected to have an insignificant
influence on the effective thermal conductivity. For
this reason, measurements at high vacuum were used to
estimate the radiation dependent parameters,e andω.
At high pressure, 750 mm Hg, the gas was within the
continuum regime defined by the temperature
dependent thermal conductivity of the gas at
atmospheric pressure. In this regime the contribution of
the combined conduction thermal conductivity was
expected to have a significant contribution to the
effective thermal conductivity. The measurements at
high pressure were used to estimate the weighting
factors for modeling the combined conduction thermal
conductivity.
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Numerical Results

The numerical finite volume formulation produced the
same values of the effective thermal conductivities for
the 14, 11, and 8 layer samples. Since the numerical
results are independent of the number of layers (thus
the thickness of the sample) only the 8 layer sample
results are presented.

Using the combined conduction thermal conductivity
given by Equation 12 in the numerical model produce
the curves shown in Figures 8 and 9. The total heat
flux through the sample is shown in Figure 8 for the
constant temperature difference across the sample of
542 K and nitrogen gas pressure of 750 mm Hg. The
total heat flux was constant as expected for a steady-
state condition. The curves were generated for the 8
layer sample using 5 nodes across each layer. Also
shown on the graph are the components of the total heat
flux, the heat flux due to combined conduction and the
heat flux due to radiation. The discontinuous jumps in
heat flux, observable at every fifth node, were due to
the presence of gaps between layers. In the figure, the
septum plate was located at node position 0.0 mm and
the water-cooled plate was located at 13.69 mm. The
dominant mode of heat transfer across the thickness of
the sample was combined conduction. Radiation
became more significant in the proximity of the septum
plate.
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Figure 8. Spatial variation of the total, conductive,
and radiative fluxes for the 8 layer sample at 750
mm Hg.

The measured and numerically predicted effective
thermal conductivities of the 8 layer sample are shown
in Figure 9 for the nitrogen gas pressures of 10-4 and
750 mm Hg. The numerical results are presented by the
solid curves. The radiation dependent parameters were
found to bee = 10.23 – 1.77×10-3 T andω = 0.8 where
T is the absolute temperature. ForA = 1, analogous to
the parallel arrangement, the solid conduction

efficiency factor was determined to beF = 0.061. The
identical curve was also produced forA = 0.802 andF
= 0.080, the parallel-series arrangement. As seen from
the figure, the numerical results had excellent
correlation to experimental results at low pressure but
failed to capture the behavior at high pressure.
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Figure 9. Comparison of measured and predicted
effective thermal conductivities using Equation 12
for the combined conduction thermal conductivity.

The difference in effective thermal conductivity
between the high pressure and low pressure curves
produced by the numerical model was approximately
constant while the experimental data had an increase in
the difference as the temperature difference across the
sample increased. The combined conduction thermal
conductivity model given by Equation 12 assumed a
superposition of the solid conduction and the gas
conduction modes. There must be a coupling or
interaction between the solid and gas conduction that is
not accounted for in Equation 12. To correct for the
discrepancy a coupling term was introduced into the
numerical model. The coupling thermal conductivity
used,kcoupling, is given by

( ) 2

bulkgascoupling kFkak ⋅⋅⋅= (29)

wherea is a coupling weighting factor. Since the
thermal conductivity of gas is extremely sensitive to
both pressure and temperature, the coupling thermal
conductivity is highly dependent on pressure and
temperature. The resulting combined conduction
thermal conductivity, assuming a parallel arrangement
(A = 1) in Equation 12, is

( ) ( ) 2
1 bulkgasbulkgas kFkakFkk ⋅⋅⋅+⋅⋅−+⋅= εε (30)

When Equation 30 was used for the combined
conduction thermal conductivity in the numerical
model, the curves shown in Figure 10 were produced.
For A = 1, the parameter estimation procedure
generated the parameters ofF = 6.85×10-3 anda =
389.0. The radiation dependent parameters were
determined to bee = 9.85 – 2.63×10-3 T andω = 0.993.
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The radiation dependent parameters were slightly
affected by the addition of the coupling term since a
change in the solid conduction efficiency factor was
required. As seen from the figure, the addition of the
coupling term placed the numerical results within
experimental uncertainties for both the 10-4 and 750
mm Hg regions.
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Figure 10. Comparison of measured and predicted
effective thermal conductivities using Equation 30
for the combined conduction thermal conductivity.

The gas conduction model given by Equations 13
through 17 was developed for porous media with
uniform density fibers or struts. As seen in Figure 2,
however, the strut of the metallic nickel foam is hollow.
Therefore, the thickness of the strut wall was used in
the place of the diameter of the strut in Equation 17.
The thickness of the strut wall was approximately 0.014
mm. The calculated values of the effective thermal
conductivity for the 8 layer sample with a temperature
difference of 500 K across the thickness of the foam
over the pressure range of 10-4 to 750 mm Hg are
shown in Figure 11. Although the predicted values do
not correspond within experimental error limits within
the region defined by the pressure of 0.001 to
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Figure 11. Variation of effective thermal
conductivity with pressure.

0.1 mm Hg, the predicted values do show the general
trend throughout the rarefied, transition, and continuum
regions. Neglecting the region between 0.001 and 0.1
mm Hg, an average 9 percent difference was obtained
between the calculated and measured values. The
largest percent difference occurred at low pressure, with
almost 22 percent difference, and the smallest percent
difference occurred at the intermediate pressures, with
less than 1 percent difference.

Conclusion

The effective thermal conductivity of metallic nickel
foam was measured for a temperature difference range
from 100 to 1000 K and a pressure range of 10-4 to 750
mm Hg. A numerical model was developed to predict
the behavior of the effective thermal conductivity at
various temperatures and pressures. Using a small
subset of experimental data, parameters related to
intrinsic properties of the foam were determined. The
calculated values of the effective thermal conductivity
of the metallic foam produced by the numerical finite
volume formulation using the predicted intrinsic
parameters were compared to the measured values not
used in the parameter estimation method to validate the
numerical models. Correlation of the numerical results
to the experimental values required the introduction of a
conduction coupling term to the gas/solid conduction
model. Calculated values corresponded to within an
average of 9 percent to the experimental values. The
model was consistent with experimental results
throughout the environmental conditions under
examination.
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